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This course provides an introduction to the fundamental concepts, theoretical
foundations, and practical applications of deep learning., Topics include the
mathematical foundations of neural networks, backpropagation, training
techniques for deep models, and widely used architectures such as
Convolutional Neural Networks (CNNs) and Recurrent Neural Networks
(RNNs). The course integrates theory with hands—on implementation,
enabling students to understand the underlying principles of deep learning
and apply modern tools to real-world problems.
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Deep Learning (Authors: Ian Goodfellow, Yoshua Bengio & Aaron Courville)
Deep Learning with PyTorch(% —J#k) (Authors: Eli Stevens, Luca Antiga &
Thomas Viehmann)
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