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The course covers classic machine learning models, mainly introducing
commonly used classic machine learning models,

Including linear regression, support vector machine models,

Logistic regression, decision tree model, k nearest neighbor, naive Bayes,
Clustering algorithms, support vector machines, etc,

In addition, the course also covers deep learning models and methods,
analyzing the basic elements of neural networks,

and commonly used deep learning models,

such as perceptrons, convolutional neural networks, recurrent neural
networks, and generative adversarial networks.
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114/09/15~ . . .
1 114/09/21 Introduction to Machine Learning
114/09/22~ . . .
2 114/09/98 Popular Machine Learning algorithms




114/09/29~
114/10/05

Linear Regression and Ordinary Least Squares (OLS)

114/10/06~
114/10/12

Logistic Regression and MLE

114/10/13~
114/10/19

Linear Discriminant Analysis(LDA)

114/10/20~
114/10/26

Logistic Regression vs LDA

114/10/27~
114/11/02

Naive Bayes

114/11/03~
114/11/09

Naive Bayes vs Logistic Regression

114/11/10~
114/11/16

Midterm Exam Week

10

114/11/17~
114/11/23

Decision Trees

11

114/11/24~
114/11/30

Bagging

12

114/12/01~
114/12/07

Random Forest

13

114/12/08~
114/12/14

Boosting or Ensamble Techniques (AdaBoost, GBM,

XGBoost)

14

114/12/15~
114/12/21

Subset Selection

15

114/12/22~
114/12/28

Regularization (Ridge and Lasso)

16

114/12/29~
115701704

Dimensionality Reduction (PCA)

17

115/01/05~
115/01/11

Final Exam Week

18

115/01/12~
115/01/18

Review Exam

BATE &

i

e
bt e 4

FSAF B AT

IR T

PAZ

AR AR FT(FL 3 I RAIF M TR

*)




B AREH AR E

PSR | wpan
xtt Hyatt Saleh, Machine Learning Fundamentals, Packt, 2018,
DR o
- ®LFFE: 200 % @FFHFE:350 % GMFFE: %
ft; L6 | ®HRFE 450 %
el X
' it () %
"HHE A E I k) ey ! https://web2. ais. thu. edu. tw/csp £ d Ktk
L | AT oEBER TR R LA, e -
5 3
ﬁﬁﬁgﬁﬂéﬁﬁ,ﬁJ 2 T2@%285 ‘Ti\li T ?‘;ﬁ‘fﬁ * _llﬁ'l’:?i'fﬂ

x r
20 AN LFT LALRE o

¥ 4 F /2 4F 2025/6/23 0:22:58

TEIXMI1E4426 0A



