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This course focuses on the concepts of 1. Principle of data reduction
involving sufficiency and completeness; 2. Point estimation of model
parameter; 3. Interval estimation of model parameter and 4. Hypothesis
testing.
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