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The objective of this course is to introduce the fundamental theory and
applications of regression methods, covering both simple and multiple linear
regression, Topics include parameter estimation and inference, model selection
and validation, and diagnostic techniques, SAS and R will be used
throughout the course for data analysis.
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