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This course will cover various Al model compression techniques and their
operations on Al chips. Through theoretical derivations, students will gain a
deeper understanding of the compression details of most current AI models,
The course is theoretically oriented, supplemented by programming
assignments, to provide students with a solid grasp of both the underlying
theory and practical implementation.
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3 behind Al model compression,
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1 114/08/91 Introduction to Network Compression
114/09/22~
2 114/09/28 Review of Al Math-I
114/09/29~
3 114/10/05 Review of Al Math-II
114/10/06~
4 141019 Review of Number System
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S| /1010 | Linear Quantization and clustering—based
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114/10/20~
6 Post training Quantization (PTQ) and Quantization
114/10/26 L
aware training (QAT)
114/10/27~ ) . . . .
7 An Overview of Al Processing Within Different Chip
114/11/02 .
Architectures
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? 114/11/16 Midterm
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10 4/11/23 Convolutional Neural Networks
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11 4/11/30 Image to Column
114/12/01~ e ery s
12 14/12/07 Knowledge Distillation
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13 4/19/14 Network Pruning
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15 114/12/98 Distributed Training
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7 15011, | Final Exam
115/01/12~
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