A+ F 1148 05 1 FhFars 44

< 2 X oo
‘ ) <, 2
e J}‘;,{‘Fﬁc B e
AR L FE* | HUANG,
MACHINE LEARNING(I) SHAO-KANG
AIl=Z A ~ =
_—— Bk | 7 e
FX#J. iy HEH 28 5
TKFXB2A

SOG4 BT
SDG8 % Bjr ¥ &1 i B
SDGY A % AlaTer A%

A2 SDGs
P BB 1%

A0 ) g T PR

- Z?Iﬁ§§4

0~ )"5ﬁ§ 4 3
o Hﬁ*/i_ii%?ﬁ}@i% Z_#p B R 48 o

S oKEFL S HBE A ERE D
1 1% 572 5 /UA\%#E‘_*? LB o

m\»&ﬁiﬂﬁiﬁmamﬁiﬁﬁ»ua%zwﬁi&%%’iﬁﬁﬁéﬁ%?

FhoeN KE 2 L %Ef'f"‘fr"‘—\lléo\’}‘rfig Bt 2 ApRE R R o
ST PSR ST ERET T S EIET R 5

BB EITHA A FE IR RELE RS

ARSI (P 2R B

A BELSra 4 o (£ 1 30.00)
B. §i&* w4 o (04 £ 1 30.00)
C.EXiais - E :30.00)
D. R #H a4 - O£ 1 10.00)

rERHREREAAFZ 2B BV E

1 23R4T - (4 & 1 5,00)
2. FaiE® o (v £ 1 30.00)
3R EAK (v E 115.00)
4. SALHE - (£ 1 5.00)
5.z o (v E 2 25.00)
6. BiFEuERE - (£ 1 5.00)
7. Bff & 17 o (v £ 2 10.00)
8. 28 % - (W& 15.00)




Jl'\%%iléé%i?"#%“”ﬂ%ﬁ@%i\ﬁﬁlfﬁ%ﬁ%, BREAZENEHRAES, RE
NEREEFXEY, FEFXZTARCBEIERCINE URSEREET
/@Ewi-éﬁ%i/t}ﬁi}@)ﬂo b, REBRRREAEARSEAGEANRIREEEELN
RE Y BE

ALl

This course is designed to introduce the fundamental principles and methods
of machine learning while developing students’ practical application skills,
The curriculum covers core topics such as supervised learning, unsupervised
learning, and reinforcement learning, along with the concepts and
applications of various machine learning algorithms, In addition, the course
aims to cultivate students’ ability to apply theoretical knowledge to solving
real-world industrial problems.
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5 Eijig;izw Data Preprocessing Techniques

6 Eijig;;gw Data Preprocessing Techniques

7 Eiji?ji;w Model Evaluation and Parameter Tuning
8 Eijﬁjgzw Supporting Vector Machine (SVM)
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10 Eijﬁg;w Decision Tree

11 Eijﬁjzéw Random Forest

12 Eiji;jg;w Dimensionality Reduction

13 Eiji;j?iw Clustering Analysis

14 Eiji;j;}w Clustering Analysis

15 Eiji;jzzw Reinforcement Learning
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