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MACHINE LEARNING AND APPLICATIONS

FREEALA Pk | 3
V)

82 % 4 »
Bk s TR i EEY 284

TGKHBOA

SOG4 EFHT
HALESDGS | QDY & % IRt AR
ML | SpG12 g ey g ss 3

A0 ) g T PR

LETHFLET 255 e 2 AL FEBE AT LT 2 AP M AT -

2.9RE A B ERIAT  FHRAG BRI ERTERI e T FE
S MFRAF RS 2 4pRER A o

BLHEF AN AM IR LA BB E A 2 a1 R AL EE A
I TG0 5 A% #E%?E%Ui— °

ABERES L& 2L hh A > NG HI R BFE > DA FFRLFY o

AR s A (PP i 2 B F

LES T4 o (W E 35.00)
FArt a4 o (W F 1 35.00)
BERRENA - E 120.00)
Befden 4 o (£ 0 10.00)

o0 w >

AR RA AR E R H 0 E

—_
Ixg
S
N
el

=

o (vt £ 110.00)
LA o (£ 1 25.00)
CFEAK (0 E 210.00)
o (3t £ :15.00)
o (vt £ 1 20.00)
o (£ 15.00)
o (vt £ 120.00)
& o (& 15.00)

=\
- B
a

IR
oo
LW ok 3

I RNV R N VO
S
G

woH
R
e
B

B
I
B




ARBRNBEFFAZ OB RAERA, € &Pythonf? Xkt TAHAER
W, MEBE AR E. BAERL AIREEFT AR A FHER
FRA,

ALl

The objective of this course is to provide some basic principles and relevant
applications of data science, Topics include Python programming language,
Fundamentals of data science, Machine learning data analysis, Data
visualization, Al deep learning data analysis, and Application projects.
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1 | 2 E Python#2 X & 1 Learning Python programming language

2| B H A A Learning fundamentals of data science

3B EE A Machine learning data analysis

4 |ALRE B8 2 Al deep learning data analysis
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1 ii /g: /;N Course introduction; Chapter 1: Giving Computers
the Ability to Learn from Data; Chapter 2: Training
Simple Machine Learning Algorithms for
Classification

114/09/22~ ) . .
2 Chapter 3: A Tour of Machine Learning Classifiers
114/09/28 : oo
Using Scikit—Learn
114/09/29~ . ..

3 114/10/05 Chapter 4: Building Good Training Datasets — Data

Preprocessing
114/10/06~ . . . . .
4 14/10/12 Chapter 5: Compressing Data via Dimensionality Homework O1:
Reduction Chapters 1-4
114/10/13~ . .
5 /1 Chapter 6: Learning Best Practices for Model
0/19 . ;
Evaluation and Hyperparameter Tuning
114/10/20~
6 Chapter 7: Combining Different Models for Ensemble
114/10/26 .
Learning
114/10/27~ .. . .

7 4711702 Chapter 9: Predicting Continuous Target Variables

with Regression Analysis
114/11/03~ . .

8 114/11/09 Chapter 10: Working with Unlabeled Data — Homework 02:
Clustering Analysis Chapters 5-9

114/11/10~

9 HA/11/16 Chapter 11: Implementing a Multilayer Artificial
Neural Network from Scratch Chapter 12:

Parallelizing Neural Network Training with PyTorch
114/11/17~

10 4/11/93 Chapter 13: Going Deeper — The Mechanics of Homework 03:
PyTorch Chapter 14: Classifying Images with Deep Chapters 1-10
Convolutional Neural Networks
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11 14711730 Chapter 8: Applying Machine Learning to Sentiment
Analysis Chapter 15: Modeling Sequential Data Using
Recurrent Neural Networks

114/12/01~ . . .

12 14/19/07 Chapter 16: Transformers — Improving Natural Mid-term project
Language Processing with Attention Mechanisms Presentation
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13 4/19/14 Chapter 17: Generative Adversarial Networks for
Synthesizing New Data

114/12/15~ .

14 4/12/91 Chapter 18: Graph Neural Networks for Capturing Homework 04:
Dependencies in Graph Structured Data Chapter 19: Chapters 8,11-15
Reinforcement Learning for Decision Making in
Complex Environments
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Sebastian Raschka, Yuxi (Hayden) Liu, Vahid Mirjalili, 2022, Machine
Learning with PyTorch and Scikit—Learn: Develop machine learning and
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