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This course covers 18 core machine learning topics, including supervised and
unsupervised learning, ensemble methods, sequence modeling, and deep
learning, Students learn foundational models (linear/logistic regression, kNN,
Naive Bayes, decision trees), advanced techniques (Random Forests, Boosting,
SVM, PCA), and deep learning methods (CNNs, RNN/LSTM, Transformers).
Combining theory, math tools, and Python exercises, students gain practical
skills in data analysis, modeling, and real-world applications,
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S1ERET, develop data analysis, problem-solving, and
teamwork skills through Python implementation and
project work,
KEPEZPpEEIA -t A A EFRARE g N
B | e (F) 5 L s spm oo
e A I RE & PE
1| 4 | ABCDE 12345678 |~ FWm oA R IESMO L RI% TR HR(E
2 B ﬁ*)?
gL (Z g3
™ ) N /’é?"” Zjij
® ke R £
if p P43z n % (Subject/Topics) #ex
114/09/15~
29, =2 3 3
LL4/08/21 42 M= 5% (Linear Regression)
114/09/22~| . ..

=2 . e .
114/09/28 # %59 57 (Logistic Regression)




R

4 Eijig;?gw & B EH7 (Naive Bayes)

5 Eijig;izw % # (Decision Trees, CART/ID3/C4.5)

6 Eijig;;gw KM% A # (Random Forests)

R

PRI

9 Eijﬁjigw #% 7 7% (Kernel Methods)

10 Eijﬁg;w k-1 % 8 (k—Means)

i saaan oon

| o e

13 Eiji;i?iw BETXER (HMM)

4] o | BB (CRF)

15| VS| g o & sk K842 (MDP)
Jie s e

| T S kavaEaass (CNNs)

18| 17| LSTM (RNN/LSTM/GRU); Attention & Transformers
Fifjf;*’j BB TR ARG RE L B R

FS AT B 3hAT

STEAMAZ(SALE ~ T3 ~Ex 42 ~ Miie s > g2 ~ A% > Hpetp )

SN Al i

FEHE | e psgik s (PBL)IRA
AR
‘ AR EAENF T (F2 3 RGN TR ER)
AL . LN
yopp g | TS
ATk

Al T BT fEzEH4% 1 A




s | BARIOHEW, A 2TE
ﬁ;ﬁ% WABAKH HAE, BR RA DA BEE

®LFEE: 300 % GFHEFE: 300 % GHFIFE 200 %

FIIEYRT ol
fiij OHAFE 200 %
N
F o5t () o

"HHE A E I k) ey ! https://web2. ais. thu. edu. tw/csp £ d Ktk

g TRkt Fa TREFFFFRp5, & o

kl
BUWEMARRE 2 "3 WARPE - TEIACE - R L RRS

x r
oA FERERAFI® LNLGE -

. B 2025/8/28 13:10:10

TEIXB2S0951 0B

¥ 4F /247



